
What will this chapter tell me? 

My road to rock stardom had taken a bit of a knock with my unexpected entry to an all-boys’ grammar school 

(rock bands and grammar schools really didn’t go together). I needed to be inspired and I turned to the masters: 

Iron Maiden. I first heard Iron Maiden at the age of 11 when a friend of mine lent me Piece of Mind and told me to 

listen to ‘The Trooper’. It was, to put it mildly, an epiphany. I became their smallest (I  was 11) biggest fan and 

started to obsess about them in the unhealthiest way possible. I started stalking the man who ran their fan club with 

letters, and, bless him, he replied. Eventually this stalking paid off and he arranged for me to go backstage whe n 

they played the Hammersmith Odeon in London (now the Hammersmith Apollo) on 5 November 1986 (Somewhere 

on Tour in case you’re interested). Not only was it the first time that I had seen them live, but I got to meet them too. 

It’s hard to put into words how bladder-splittingly exciting that night was. I was so utterly awe-struck that I managed 

to say precisely no words to them. Soon to become a theme in my life, a social situation had provoked me to make 

an utter fool of myself.
1
 

When it was over I was in no doubt that this was the best day of my life. In fact, I thought, I should just kill myself there and 

then because nothing would ever be as good as that again.
2 
This may be true, but I have subsequently had many other very 

nice experiences, so who is to say that they were not better? I could compare experiences to see which one is the best, but 

there is an important confound: my age. At the age of 13, meeting Iron Maiden was bowel-weakeningly exciting, but 

adulthood (sadly) dulls your capacity for this kind of unqualified joy of life. Therefore, to really see which experience was best, 

I would have to take account of the variance in enjoyment that is attributable to my age at the time. This will give me a purer 

measure of how much variance in my enjoyment is attributable to the event itself. This chapter describes analysis of 

covariance, which extends the basic idea of ANOVA from the previous chapter to situations when we want to factor in other 

variables that influence the outcome variable. 

                                                           

1 In my teens I stalked many bands and Iron Maiden are by far the nicest of the bands I’ve met. 

 

2 Apart from my wedding day, as it turned out. 

 



  

When to use ANCOVA 

 

In the previous chapter we saw how one-way ANOVA could be characterized in terms of a multiple regression 

equation that used dummy variables to code group membership. In addition, in Chapter 8 we saw how multiple 

regression could incorporate several continuous predictor variables. It should, therefore, be no surprise that the 

regression equation for ANOVA can be extended to include one or more continuous variables that predict the outcome 

(or dependent variable). Continuous variables such as these, that are not part of the main experimental manipulation 

but have an influence on the dependent variable, are known as covariates and they can be included in an ANOVA 

analysis. When we measure covariates and include them in an analysis of variance we call it analysis of covariance 

(or ANCOVA for short). This chapter focuses on this technique. 

In the previous chapter, we used an example about looking at the effects of Viagra on libido. Let’s think about things 

other than Viagra that might influence libido: well, the obvious one is the libido of the participant’s sexual partner (after 

all ‘it takes two to tango’!), but there are other things too such as other medication that suppresses libido (such as 

antidepressants or the contraceptive pill) and fatigue. If these variables (the covariates) are measured, then it is 

possible to control for the influence they have on the dependent variable by including them in the regression model. 

From what we know of hierarchical regression (see Chapter 8) it should be clear that if we enter the covariate into the 

regression model first, and then enter the dummy variables representing the experimental manipulation, we can see 

what effect an independent variable has after the effect of the covariate. As such, we partial out the effect of the 

covariate. Here are two reasons for including covariates in ANOVA: 

To reduce within-group error variance: In the discussion of ANOVA and t-tests we got used to the idea that we 

assess the effect of an experiment by comparing the amount of variability in the data that the experiment can 

explain against the variability that it cannot explain. If we can explain some of this ‘unexplained’ variance (SSR) in 

terms of other variables (covariates), then we reduce the error variance, allowing us to assess more accurately 

the effect of the independent variable (SSM). 

Elimination of confounds: In any experiment, there may be unmeasured variables that confound the results (i.e., 

variables other than the experimental manipulation that affect the outcome variable). If any variables are known 

to influence the dependent variable being measured, then ANCOVA is ideally suited to remove the bias of these 

variables. Once a possible confounding variable has been identified, it can be measured and entered into the 

analysis as a covariate. 

There are other reasons for including covariates in ANOVA, but because I do not intend to describe the computation 

of ANCOVA in any detail I recommend that the interested reader consult my favourite sources on the topic (Stevens, 

2002; Wildt & Ahtola, 1978). 

 

 


